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Abstract: This paper analyzes the algorithmic complexity (also known as Kolmogorov com-

plexity or descriptive complexity) of the lemma corpus included in the Wortfamilienwörterbuch der 

deutschen Gegenwartssprache (WfWG; Augst 2009) as a function of its macrostructural arrangement. 

The results show that, compared to the alphabetical order, the WfWG word-family arrangement 

produces an algorithmically more compressible, and therefore less complex version of the lemma 

corpus. This observation points to a higher degree of learnability and cognitive accessibility of the 

lemma corpus arranged in word families. 
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Zusammenfassung: Algorithmische Komplexität und Lernbarkeit in der ein-
sprachigen Lernerlexikographie des Deutschen. Eine Fallstudie. Dieser Beitrag ana-

lysiert die algorithmische Komplexität (auch Kolmogorow-Komplexität oder Beschreibungskom-

plexität) des im Wortfamilienwörterbuch der deutschen Gegenwartssprache (WfWG; Augst 2009) enthaltenen 

Lemmakorpus in Abhängigkeit von dessen makrostruktureller Anordnung. Die Ergebnisse zeigen, 

dass die Wortfamilienanordnung im Vergleich zur alphabetischen Reihenfolge eine stärker kom-

primierbare und daher weniger komplexe, d. h. kürzer beschreibare Version des WfWG-Lemma-

korpus darstellt. Diese Beobachtung deutet auf einen höheren Grad an Lernbarkeit und kognitiver 

Zugänglichkeit des in Wortfamilien angeordneten Lemmakorpus hin. 

Schlüsselwörter: EINSPRACHIGES LERNERWÖRTERBUCH, MAKROSTRUKTUR, NAVIGA-
TION, LERNBARKEIT, ALGORITHMISCHE KOMPLEXITÄT, KOMPRESSION 

1. Introduction

The increasing use of the monolingual learner's dictionary (MLD) in the field of 
L2 acquisition has created a growing demand for a psycho-cognitive motiva-
tion in the conception of lexicographic texts that would facilitate an intrinsic 
activation of grammatical knowledge in the dictionary user (Fuertes-Olivera and 
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Tarp 2011; Haß-Zumkehr 2012; Kövecses and Csábi 2014; Kremer et al. 2008). 
Nowadays the psycho-cognitive approach in the elaboration of MLD is based 

on different models and cognitive theories focused on semantic aspects: frame 
semantics (Fillmore 1982, 1985), the theory of conceptual metaphor (Lakoff 1993; 
Lakoff and Johnson 1980), or the model of principled polysemy (Evans 2009; 
Tyler and Evans 2004), among others. With regard to the microstructure, recent 
approaches have led to the formulation of a "cognitive lexicography" (Ostermann 
2015), focused on the applicability of cognitive linguistics to the propositional 
format of the lemma definition. Regarding the macrostructure, the application 
in the area of e-lexicography of these linguistic-cognitive theoretical frame-
works has resulted in the creation of lexical knowledge databases such as 
WordNet (Miller et al. 1990), MindNet (Richardson et al. 1998), FrameNet (Fill-
more et al. 2003), and HowNet (Dong and Dong 2006).1 In print lexicography, 
the application of various linguistic knowledge and theories to lexicography 
has produced a variety of macrostructural designs whose intended goals can be 
reduced to a single common denominator: assisting the L2 student in the acquisi-
tion of language production and comprehension skills. This (primarily) printed 
dictionary type is represented by onomasiological dictionaries (Casares 2013; 
Dornseiff 2020; Rey-Debove and Rey 2009; Simone 2010), collocation and com-
binatorial dictionaries (Benson et al. 2009; Bosque 2006; Häcki Buhofer et al. 2014; 
Mel'čuk et al. 1999), and word-family dictionaries (Augst 2009; Davau et al. 1984; 
Kirkpatrick 1983), among others.2 

In this context, the general objective of this project is to promote the develop-
ment of macrostructural arrangement criteria capable of facilitating language 
acquisition in MLD users through their involvement in cognitive-efficient infer-
ence processes. This project is thus conceived as a contribution aiming to close 
the aforestated research gap — the demand for psycho-cognitive approaches in 
monolingual learner lexicography — with the lexicographic macrostructure at 
the center of the analysis. 

To this end, we propose to address the psycho-cognitive relevance of the 
macrostructure from an extralinguistic perspective: the Algorithmic Informa-
tion Theory (AIT; Chaitin 2004; Grünwald and Vitányi 2008). This information-
based approach will allow us to analyze the cognitive accessibility of the lemma 
corpus in terms of algorithmic complexity (AC; Kolmogorov 1963; Chaitin 1969; 
Solomonoff 1964a, 1964b). The notion of AC is inversely correlated with learna-
bility so that the learnability of any given data set increases with decreasing com-
plexity of its structural organization (Clark and Lappin 2013; Fulop and Chater 
2013; Kempe et al. 2015; Zenil and Gauvrit 2017).3 In this regard, we argue that 
language learning with the help of a (monolingual learner's) dictionary, in this 
case the Wortfamilienwörterbuch der deutschen Gegenwartssprache (WfWG), can gen-
erally be conceived of in computational terms as a supervised learning task, in 
which lower complexity of the data structure (the lemma corpus) expedites the 
path for the learning algorithm (the dictionary user) to efficiently approximate 
the program (the grammar) that generates the data (cf. Grünwald 2005: 7-10). 
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In accordance with this methodological approach, the overall objective of 
this study translates into the following specific objectives: 

(O1) determine whether the macrostructural arrangement of the WfWG lemma 
corpus has an impact on its AC value; 

(O2) evaluate to what extent the AC value of the WfWG corpus varies as a 
function of its macrostructural order, in word families and alphabetical, 
respectively; 

(O3) identify, among the aforementioned ordering criteria, the macrostructural 
arrangement leading to a lower AC value to the corpus. 

1.1 The lexicographic macrostructure 

In general terms, the word macrostructure refers to the external structure (of a 
vertical or paradigmatic nature) that relates to the lemma corpus and the 
ordered representation of its elements (Engelberg and Lemnitzer 2009). The most 
elementary version of an alphabetic macrostructure is the simple alphabetical 
order (Gouws 2003). In a simple alphabetic dictionary, the number of indexed 
items, which are always main lemmata, is equal to the number of dictionary 
articles (Wiegand 1989). This implies that all lemmata are ordered according to 
the alphabetic value of the first character of the lemma sign and, consecutively, 
according to the alphabetic value of the following characters. Martínez de 
Sousa (2009: 214) defines this lexicographic procedure as "simple or lexicologi-
cal" alphabetical arrangement. 

In this regard, an alternate alphabetical arrangement procedure is charac-
terized by the presence of groupings of sublemmata (Gouws 2003). These 
groups — integrated and hierarchically subordinated to the main lemmata — 
result from the inclusion of complementing lemmata that, in contrast to the 
main paradigmatic arrangement, show a syntagmatic composition as a single 
textual block. This block, accessed through the main lemma, is composed of the 
articles associated with each of the subsequent sublemmata (Gouws 2003). Such 
clusters of sublemmata can be classified into two different categories, niches 
and nests, depending on whether they adhere to the prevailing alphabetical 
order (Bergenholtz and Tarp 1995; Gouws 2003; Hausmann and Wiegand 1989; 
Wiegand 1989). 

As Figure 1 shows, the sublemmata grouped in niches adhere to an alpha-
betical order, not only in their internal (horizontal) organization but also con-
cerning the external (vertical) arrangement of the main lemma corpus. In this 
way, the sublemmata integrated within the niche, in addition to showing an 
internal alphabetical order, alphabetically precede the following main lemma: 
"This type of cluster merely illustrates a deviation in the direction of macro-
structural ordering, i.e. horizontal instead of vertical, but does not imply any 
deviation from the prevailing straight alphabetical ordering" (Gouws 2003: 41). 
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Figure 1: Illustrative example of a niche grouping procedure in an English–
German bilingual dictionary (Bergenholtz and Tarp 1995) 

Nesting differs from niche grouping in one important aspect: although the sub-
lemmata included in the nest follow the preceding main lemma alphabetically, 
the nest includes sublemmata that do not conform with the alphabetical value 
of the succeeding main lemma: "[A]s opposed to niching, nesting enables inter-
ruption within the nest of the order of graphemes in the access alphabet in 
order that all lemmata with the same stem may appear together in the same 
article" (Bergenholtz and Tarp 1995: 194). This deviation from the strict alpha-
betical order is shared by the two types of nesting: first-level and second-level 
nesting. As displayed in Figure 2, first-level nesting represents an intermediate 
stage between the niche and the second-level nesting: the arrangement of sub-
lemmata in this first-level nesting obeys to a strict alphabetical order, however, 
some sublemmata alter this maxim concerning the following main lemma. 

    

    

 

  

 

Figure 2: Illustrative example of first-level nesting in an English–German 
bilingual dictionary (Bergenholtz and Tarp 1995) 

This strict internal alphabetical arrangement of the first level nesting constraints 
its lexicographic functionality as compared with the degree of "sophistication" 
of the second level nesting (Gouws 2003: 41), characterized by a further internal 
cancellation of the alphabetical order, as will be seen in the WfWG: "[S]econd 
level nesting gives evidence of a lexicographic procedure where morphosemantic 
motivations dominate the alphabetical ordering principle in the presentation of 
sublemmata in a horizontal lemma file" (ibid.: 43). 
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1.2 The macrostructure of WfWG 

The Wortfamilienwörterbuch der deutschen Gegenwartssprache is the first and only one-
volume learner's dictionary of contemporary German whose macrostructure is 
organized around word families (Augst 2009).4 According to Augst (ibid.), this 
arrangement in word families plays a fundamental role in the acquisition of 
German (both L1 and L2) to the extent that it facilitates an easy comprehension 
of the internal mechanisms governing word formation and, by extension, of the 
more general patterns that connect and organize the lexical units at a higher order 
level: the grammar.5 

Augst's proposal (1992: 34) in the WfWG arises from an approach, according 
to which "in der Wortbildung selbst (wie aber auch in der Wortbildungstheorie) 
Produktivität auf Grund genereller Regeln und Produktivität auf Grund singulärer 
Analogie nebeneinander (be)stehen [in the very practice of lexical formation (as 
well as in the theory of lexical formation) coexist both rule-based and analogy-
based productivity; our translation]".6 On this basis, Augst proposes that, in 
order to appropriately recreate the lexicon's word-family structure, its lexico-
graphic representation must conform to the "relative motivation" (relative Moti-
viertheit; 2009: IX) between the formal manifestations of the lexical units at a given 
moment. The starting point of Augst's lexicographic approach lies in the "synchro-
nous etymological competence" (synchrone etymologische Kompetenz; 1975: 156-231) 
understood as any speaker's perceived ability to motivate lexical relations. This 
ability entails decomposing and reducing the lexicon complexity for the purpose 
of filtering the morphological core that conveys the central lemma element of a 
word family (Augst 2009). This scheme, illustrated in Figure 3, facilitates the 
tracing of an itinerary in the opposite direction towards word formation pro-
cesses, and the construction, in accordance with the successive derivations (of 1st, 
2nd, 3rd degree, etc.), of a hierarchical and recursive or replicating lexical struc-
ture (Augst 2009). 

 

Figure 3: Example of a hierarchical and recursive structure representing the 
word family reiten (Augst 2009) 
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The arrangement of the lemma corpus according to this type of structure results 
in a second-level nesting macrostructure (Figure 4). Each headword (Kernwort) 
of the respective word family is listed as a main lemma. Following the head-
word, the first-degree derivations are listed as sublemmata in independent para-
graphs; first, the suffixed derivations, followed by the prefixed derived forms. 
Second to nth-degree derivations are added horizontally to the first-degree deriva-
tions in the corresponding paragraph. The compounds are located after the 
pertinent sublemma and are identified through the indicator (⚭). The compounds 
are arranged in such a manner that those compounds in which the sublemma 
appears as the modifier or determinans (Bestimmungswort) are listed first. Next, 
an en-dash precedes compounds in which the sublemma serves as the head or 
determinatum (Grundwort). If there is a linking element (Fugenelement) between 
the compound constituents, the sublemmata are sorted alphabetically according 
to this linking element (for example, compounds with Wort have either no linking 
element or -er-, which results in the following arrangement: Wort ... ⚭ Wortart; 
-gruppe; -schatz — Wörterbuch — Beiwort). The compounds can, in turn, provide 
the lexical base for additional second-degree compounds, etc. These compounds 
appear in parentheses (for example: Wörterbuch … (Bild-; Fach-; Hand-). 

 

Figure 4: Section of the entry related to the lemma servieren (Augst 2009) 
featuring a second-level nesting configuration in the macrostruc-
ture 

The lexicographic (re)production of this organizing principle reproduces, accord-
ing to Augst (2009), the structuring of the lexicon around ideal archetypes as 
perceived by the speaker by virtue of his linguistic competence. In this regard, 
the conceptual challenge of Augst's lexicographic endeavour lies in "linearizing" 
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the grammatical intricacy of word families into the macrostructure (2009: XII), 
in such a way that the dictionary user will be able to 

(i) recognize the word family hierarchical structure despite the "lineariza-
tion problem" (Geeraerts 2001: 18) inherent to printed dictionaries, and 

(ii) find without difficulty the word that prompted the search, "[d]abei soll die 
Wortfamilienstruktur für die Bedeutungsangaben jedes einzelnen Wortes 
der Wortfamilie wechselseitig erhellend wirken und somit die Zerrissen-
heit des alphabetisch-semasiologischen Wörterbuchs aufheben [yet the 
word family structure must have a reciprocal highlighting effect on the 
meaning of each word in the family and thus neutralize the disintegra-
tion [of morphosemantic relationships] of the alphabetic-semasiological 
dictionary; our translation]" (Augst 2009: IX). 

2. Material and method  

In the following analysis, the macrostructural ordering type is the independent 
variable whose modification produces an alteration in the corpus AC value as 
the dependent variable. The test sets will be composed of a relevant lemma col-
lection extracted from the WfWG corpus and subjected to the respective macro-
structural arrangements according to (i) the original WfWG arrangement in 
word families and (ii) the alphabetical arrangement of said corpus. The control 
set consists of a disordered macrostructure having a random distribution of the 
same corpus elements. 

2.1 Material 

The lemma corpus used to perform this study will be extracted from the WfWG 
(Augst 2009). The lemma selection process to build this corpus will focus on 
finding "a small and insightful subset" of the original corpus (David et al. 2016). 
To this end, a double criterion is established: (i) morphological productivity, 
and (ii) the presence of a lexicographic definition associated with the lemma. 
According to these parameters, the lemma corpus will consist of the whole set 
of headwords (including homonyms) and their derived forms. Since word com-
pounding has limited grammatical relevance on a synchronic level, compounds 
will be excluded. The result generates a set 𝐿 =  𝑙1,𝑙2,𝑙3, … 𝑙𝑚−1, 𝑙𝑚   of 27,622 
lemmata. This set is treated and presented as a string of n characters belonging to 
𝐶 =  𝑐1, 𝑐2,𝑐3, … 𝑐𝓃−1, 𝑐𝑛

  , where 𝑐𝑖  represents any character 𝑐 ∈ 𝐶  at position 𝑖 . 
This procedure results in a string comprising 261,121 characters. 

2.2 Method 

Algorithmic complexity being formally incomputable, the application of the 
Minimum Description Length principle (Grünwald 2005, 2007; Rissanen 1978) 
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will allow us to obtain an estimate of the corpus AC value: "[t]he goal of statis-
tical inference may be cast as trying to find regularity in the data. 'Regularity' 
may be identified with 'ability to compress.' [Minimum Description Length] 
combines these two insights by viewing learning as data compression [emphasis in 
the original]" (Grünwald 2007: 12). In other words, the more compressed the 
data set, the greater the extent to which a system can be said to have learned on 
that set (Chaitin 2006; Maguire et al. 2015). 

In accordance with this methodological framework, the following experi-
mental design is based on the study conducted by Koplenig et al. (2017) on the 
statistical correspondence between the internal structuring of the lexicon and 
its syntagmatic ordering. The adopted notations as well as the ensuing expla-
nations derive from said study.  

Our interest is focused on determining the amount of regularity of the lemma 
corpus as a variation of its entropy rate (Koplenig et al. 2017). On this basis, the 
absolute redundancy (𝐷 ) will serve as the reference magnitude. This magnitude 
measures the difference between the absolute rate of entropy (𝑅0 ) — that is, its 
maximum value — and the real or effective rate of entropy (𝑟 ), being a high 
value of 𝐷  indicative of a greater amount of regularity in the set (Koplenig et 
al. 2017).  

                                                            𝐷 =  𝑅0 − 𝑟                                                     (1) 

In order to isolate the amount of absolute redundancy (𝐷 ) that can be attributed 
to the different lemma arrangements, we will first estimate the entropy value of 
the control set, that is, of the set 𝐿  in randomized order. This value corresponds 
to the absolute entropy rate, 𝑅0 , associated to the set 𝐿 . In order to obtain opti-
mal results randomization will be performed for 1,000 iterations. Subsequently, 
the set 𝐿  will be ordered according to the original WfWG word-family arrange-
ment and the effective entropy rate of the resulting set will be estimated. This 
value will be called 𝑟𝑊𝑓𝑊𝐺  . The difference, 𝑅0 − 𝑟𝑊𝑓𝑊𝐺  , will give an estimate of 
the amount of absolute redundancy, 𝐷𝑊𝑓𝑊𝐺  , that can be attributed to the set 𝐿  
arranged in word families. Finally, the set 𝐿  will be rearranged in an alphabeti-
cal order and its effective entropy rate will be calculated. This value will be 
called 𝑟𝐴𝑙𝑝ℎ𝑎  . The difference between the absolute rate of entropy, 𝑅0 , and the 
effective entropy rate, 𝑟𝐴𝑙𝑝ℎ𝑎  , will render an approximation to the amount of 
regularity, as 𝐷𝐴𝑙𝑝ℎ𝑎  , contained in 𝐿  after imposing an alphabetical order on it. 

To obtain the entropy rate value, the non-parametric estimation method 
developed by Kontoyiannis (1997; Kontoyiannis et al. 1998) will be imple-
mented. This string-match method is closely related to the Lempel–Ziv–Welch 
compression algorithm (Welch 1984; Ziv and Lempel 1978), where 𝐻  represents 
the average amount of entropy estimated at each position 𝑖  of a string of length 𝑁 7: 

                                                        
𝐻 =   

1

𝑁
  

ℓ𝑖

log2 𝑖

𝑁

𝑖 =2
 
−1

                                           (2) 
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The magnitude of interest for the calculation of said amount at each position 𝑖  
is the maximum length of coincidence (maximum string length), ℓ𝑖 . In order to 
determine the regularity or redundancy at position 𝑖 , we must first analyze the 
previous segment of the string up to — but not including — 𝑖  (Welch 1984), and 
monitor how many of the characters initials of the segment of the string start-
ing at 𝑖  have already appeared in the same order somewhere in the previous 
segment parsed. The value of ℓ𝑖  is obtained by adding the unit to the length 
of the longest matching substring and thus meeting the following criteria: (i) it 
starts at position 𝑖  of the string and (ii) it is not a substring of the string segment 
before 𝑖  (Koplenig et al. 2017): "the intuitive idea behind this approach is that 
longer match-lengths are, on average, indicative of more redundancy in the text 
and, therefore, a lower mean uncertainty per character" (2017: 3). This amount 
of entropy contained in each character can be defined as the average amount of 
information in bits per character (bpc) necessary to reproduce the lemma 
corpus in the considered macrostructural arrangement (cf. Koplenig et al. 2017). 

3. Results 

Table 1 presents the results obtained for the different arrangements considered 
in this study. The WfWG macrostructural arrangement in word families shows 
a high degree of correlation between the lemma elements and, therefore, a low 
degree of complexity. Secondly, an alphabetic restructuring at the lexical level 
results in a disruption of the correlations between the elements, which leads to 
a higher degree of complexity in the string. Thirdly, a random restructuring 
removes all regularity contained in the original corpus and results in the high-
est value of complexity. This value is located in the upper bound for the maxi-
mum entropy of the lemma corpus at the lexical level. 

Table 1: Sample of the resulting string together with the 𝐻  value for each 
experimental setting (ES). The test sets correspond to the settings 
ES1 and ES2, while the control set is defined in ES3. The table in-
cludes the sample standard error (SE) and 95% confidence interval (CI) 
for the ES3 estimates. 

 
Description 

 
Sample 𝑯  Value SE 95% CI 

     

 

ES1. WfWG 

 

hüllen hülse enthülsen einhüllen enthüllen enthüllung 
umhüllen verhüllen verhüllt unverhüllt human inhuman 

2.31909  
 

 

ES2. Alphabetical 

 

einhüllen enthüllen enthüllung enthülsen hüllen hülse 
human inhuman umhüllen unverhüllt verhüllen verhüllt 

2.34744  
 

 

ES3. Random 

 

verhüllt enthülsen hülse inhuman einhüllen verhüllen 
enthüllen unverhüllt umhüllen hüllen enthüllung 
human 

2.40982 2.23733 -5 4.38518 -5 
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The difference in the value 𝐷𝑊𝑓𝑊𝐺   𝐷𝑊𝑓𝑊𝐺𝑠 = .09073   as compared to 𝐷𝐴𝑙𝑝ℎ𝑎 = .06238   
indicates a percent increase of 45,44% in regularity for the original word-family 
arrangement of the WfWG relative to the alphabetical arrangement (Figure 5).  

Figure 5: Representation of the increase of 𝐷𝑊𝑓𝑊𝐺   and 𝐷𝐴𝑙𝑝ℎ𝑎   in bpc accord-
ing to ES1 (word families) and ES2 (alphabetical) respectively, 
measured against the control set established in ES3 (random). The 
error bars represent the 95% confidence interval for 1.000 itera-
tions in ES3. 

The increase observed in ES1 and ES2 in relation to ES3 provides a measure of 
the average amount of regularity or meaningful information (in bpc) gained as 
a function of the macrostructural arrangement of the lemma set (see Table 2). 
As Figure 5 shows, this difference corresponds to a percent increase of 39,12% 
and 26,57%, respectively. 
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Table 2: Amount of regularity gained by increasing the internal order of the 
words ( ∆𝐸𝑆𝑥 .3

𝐸𝑆𝑥  ) as against the amount of regularity gained by the in-
crement in external (macrostructural) order of the words (∆𝐸𝑆3

𝐸𝑆𝑥 ) 

 

Description 

 

Sample 𝑯  Value ∆𝑬𝑺𝟑
𝑬𝑺𝒙 

 

∆𝑬𝑺𝒙.𝟑
𝑬𝑺𝒙  

 

     

ES1. WfWG 
hüllen hülse enthülsen einhüllen enthüllen enthüllung 
umhüllen  

2.31909 

0.09073 
 

CI: 4.38518 -5 

1.20267 
 

CI: 4.77847-5 

ES3. Random 
verhüllt enthülsen hülse inhuman einhüllen verhüllen 
enthüllen 

2.40982 

ES1.3 
nlhleü hsüle ehtnnüles lnhilnüee lhlteneün uelnhntglü 
lülmeuhn   

3.52176 

ES2. Alphabetical 
einhüllen enthüllen enthüllung enthülsen hüllen hülse 
human inhuman   

2.34744 

0.06238 
 

CI: 4.38518 -5 

1.17259 
 

CI: 4.62447-5 

ES3. Random 
verhüllt enthülsen hülse inhuman einhüllen verhüllen 
enthüllen 

2.40982 

ES2.3 
hlünnelie hüleetnnl üetullnghn lsetnhüne ehünll lsüeh 
uanhm nmanhui   

3.52003 

The values obtained in ES1 and ES2 in relation to ES1.3 and ES2.3 reveal the 
average gain of redundancy or meaningful information as a function of the 
intralexical order, that is, of the internal structure of words. This average gain 
returns values of ∆𝐸𝑆1.3

𝐸𝑆1 = 1.20267   and ∆𝐸𝑆2.3
𝐸𝑆2 = 1.17259  , respectively. According 

to these data as presented in Table 3, the intralexical order in the word-family 
and alphabetical arrangements increases the amount of meaningful infor-
mation approximately by a multiple of 13 and 17, respectively, as compared to 
the amount of meaningful information gained from the extralexical order of the 
lemma corpus. 

As for the regularity increase within the alphabetic sections that make up 
the dictionary, Figure 6 displays the normalized absolute redundancy values (𝐷 ) 
relative to each of the sets 𝐶𝐴 ,𝐶𝐵,𝐶𝐶 ,..., etc., except for the sets 𝐶𝑋  and 𝐶𝑌 , 
whose content (five lemma elements in each section, with a total of 34 and 19 
characters, respectively) returns an insufficient amount of data for the applica-
tion of the proposed method. 

In order to validate the data, the constituent elements of the test sets and the 
control set have been subjected to randomization in subsequent stages (Table 3). 
This gradual dismantling of the structures progressively suppresses any corre-
lation and, therefore, any regularity present in the corpus. 

On the other hand, as Koplenig et al. (2017) observe, the entropy rate 𝐻  of 
any process can only be determined in the limit, that is, in strings of infinite 
length. In this regard, Figure 7 shows that the estimation method presented in (2) 
yields values that rapidly converge to the entropy source, which suggests that 
the obtained values yield a valid estimate of said source (ibid.). 
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Figure 6: Normalized representation of the increase in bpc of absolute redun-
dancy (𝐷 ) for each of the alphabetical sections (except for the sets 
𝐶𝑋  and 𝐶𝑌 ) and the whole lemma set (identified as WfWG on the 
rightmost side of the chart) as a function of the macrostructural 
arrangement per ES1 (blue) and ES2 (red) compared to the purely 
random arrangement in ES3. The solid orange line serves as a visual 
reference indicator illustrating equal values for ES1 and ES2. 

Table 3: Dismantling stages for the respective experimental contexts. The 
third stage — represented by ES1.3, ES2.3, and ES3.3 — reproduces 
a version of the respective string in which the intralexical regulari-
ties have been concealed by replacing the substring containing each 
lexical element with another substring constructed randomly from 
the characters available in it (Koplenig et al. 2017). In ES3.5 the spaces 
have been removed from the string, subsequently the characters 
have been randomized and the spaces randomly re-inserted in such 
a way that the corpus extension remains unaltered at 27.622 in-
stances. Results for randomized strings reflect 1,000 iterations. 

 

 

Description 

 

Sample 𝑯  Value SE 95% CI 

 

     

E
S

1
. 

 
1.1. No spacing 

 

hüllenhülseenthülseneinhüllenenthüllenenthüll
ungumhüllenverhüllenverhülltunverhüllthuma
ninhuman 

2.47437   

 

1.2. Random spacing 

 

hü ll enhülseenthülseneinhü llenent 
hüllenenthüllu ngumhülle nve rhül lenverhül ltu 
nverhüllthumaninhuman 

2.78207 3.6103-5 7.07619-5 

 

1.3. Randomized characters 

with original spacing 

 

nlhleü hsüle ehtnnüles lnhilnüee lhlteneün 
uelnhntglü lülmeuhn ervelühnl rlthvlüe 
nürtlhuvel umhna ahuninm 

3.52176 2.43799-5 4.77847-5 
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E

S
2
.  

 
2.1.  No spacing 
 

einhüllenenthüllenenthüllungenthülsenhüllenh
ülsehumaninhumanumhüllenunverhülltverhüll
enverhüllt 

2.50761   

 

2.2.  Random spacing 

 

ein hüllenenthü lle nenthüllungenthülsenhüllenhül 
se humaninhum anumhül l enunv 
erhülltverhüllenverhül lt 

2.77471 3.24735-5 6.36481-5 

 

2.3.  Randomized characters 

with original spacing 

 

hlünnelie hüleetnnl üetullnghn lsetnhüne 
ehünll lsüeh uanhm nmanhui nuleühlm 
üvhrulnetl lülenherv ührtvlle 

3.52003 2.35942-5 4.62447-5 

E
S

3
. 

 
3.1.  No spacing 

 

verhülltenthülsenhülseinhumaneinhüllenverhü
llenenthüllenunverhülltumhüllenhüllenenthüll
unghuman 

2.58352 2.95501-5 5.79182-5 

 

3.2.  Random spacing 

 

verhüllte nt hülsenhülse in huma neinhüllenverh 
üllenent h üllen unverhülltumhüllenhüllen 
enthüllunghuman 

2.82903 3.47808-5 6.81704-5 

 

3.3.  Randomized characters 

with original spacing 

 

etvhrüll tlennsheü lehüs minanhu leenlihün 
eelvrünlh htnenülel vtulüehlnr ulhnümle 
leünhl lüluehtnng anhum 

3.53895 2.32421-5 4.55545-5 

 

3.4.  Randomized characters 

without spacing 

 

onisusnpittoiieoieeaeklnnfpbolheemshrarsielgbl
enpefiispeetafcüeregsaenclfaiavssoesnaeelmctkr
georinbrntzkimfue  

3.56282 2.19787-5 4.30784-5 

 

3.5.  Randomized characters 

with random spacing 

 

sgdltaluc tineen ainc rgzatzrsrneb ihbss ntsviikk 
nnhueur nieguh wbrsedcgmeenkrat ssnakhtek 
iarseeecoe äeheudzane 

3.571009 2.06591-5 4.04917-5 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Entropy rate 𝐻  in bpc as a function of incorporated lemmata ex-
pressed as 𝑐 ∈ 𝐶 . The results attest that a small amount of data is enough 
to demonstrate a convergence towards the entropy source (Kop-
lenig et al. 2017). All three experimental settings ESx.3 (random-
ized characters with original spacing) deal with the internal order 
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of words in their respective macrostructural arrangement. In ES3.5 
(randomized characters with random spacing), after removing the 
spaces from the string, the characters have been randomized and 
the spaces randomly re-inserted into the string in such a way that 
the total amount of 'words' remains unaltered at 27.622 instances. 

4. Discussion 

The specific objectives of this study have focused on (O1) determining whether 
the macrostructural arrangement has an impact on the AC value of the WfWG 
corpus, (O2) calculating the difference between the corpus macrostructural 
arrangements — in word families and alphabetical — with regard to their AC 
values, as well as (O3) identifying the macrostructural arrangement that deliv-
ers the less complex version of said corpus. For this purpose, the Minimum 
Description Length principle has been applied to estimate the corpus AC value 
based on its compressibility. Among the findings, with reference to O1 the fun-
damentals in the data show that the macrostructural arrangement influences 
the AC value of the WfWG corpus. Concerning O2, the data also reveal that 
alterations in the macrostructure towards more ordered arrangements signifi-
cantly decrease the AC value of the corpus. However, the most significant finding 
of this study, in relation to O3, reveals that the WfWG corpus in a word-family 
arrangement has a lower AC value in comparison to the value associated with 
the same corpus arranged in alphabetical order (see Table 1). As observed from 
Figure 5, said relative minimum value represents a significant increase in reg-
ularity for the word-family distribution, approximately doubling the regularity 
gain of the alphabetical layout relative to a purely random arrangement. On the 
other hand, the estimates for each alphabetic section of the dictionary displayed 
in Figure 6 manifest that, as for the entire set, the arrangement in word families 
contributes to lower AC values. The fluctuation in the relative values across the 
alphabetic sections points to a variation in the numerical proportion of word 
families in relation to the number of those lemmata that do not appear attached 
to any of the listed word families. Furthermore, in light of the validation pro-
cedures applied, the consistency of the results suggests that the Minimum 
Description Length principle renders a valid method to estimate the complexity 
associated with the corpus macrostructural arrangement. In more general 
terms, an AIT-related linguistic interpretation of the results allows us to argue 
that analogy is language's algorithmically simpler and, therefore, more efficient 
operation mode, driving it — as a self-regulating natural system — towards a more 
ordered configuration distant from entropic degradation (Devine 2020). In this 
sense, the present study inscribes itself in the area of research dedicated to the 
widely analyzed and documented phenomenon of analogy as a fundamental cog-
nitive strategy in language processing. 

Notwithstanding the coherence of the results with respect to the guiding 
principles of our proposal, this approach reveals certain limitations. An inherent 
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drawback resides in the restriction of the corpus to a set of lexical items whose 
superior demarcation is the word. This excludes the consideration of (to a greater 
or lesser degree) lexicalized syntactic constructions, for example, constructions 
with a functional verb, or Funktionsverbgefüge, in which the grammatical func-
tion of the construct is expressed by the verb. Additionally, and due to the purely 
numerical nature of this approach, the results do not allow us to present explicit-
declarative statements about the grammar — which as a description of minimum 
length (Kornai 2008) governs the corpus — nor about the nature of the structures 
or patterns affected by the compression (both at the intralexical and interlexical 
level). An observation that, on the other hand, suggests that grammar acquisi-
tion through inductive inference is related to the formation of (primarily) implicit 
knowledge in procedural memory (DeKeyser 2015; Paradis 2009; Ullman 2016). 
In addition, constraining the arrangement criteria of the test sets to both word-
family and alphabetical principles leaves semantic-oriented arrangement criteria 
unconsidered. In this regard, since cognitive-semantic criteria overlook the formal 
component of the linguistic sign, the macrostructural arrangements conforming 
to purely semantic precepts shall be deemed random per the approach adopted 
in this research, with their AC estimates expected to surpass the AC numbers 
for word-family and alphabetical arrangements, leaning towards maximum 
entropy values. However, the most important limitation of this study lies in the 
reduction of the object of analysis to a single language with distinct typological 
characteristics. If, as the study by Koplenig et al. (2017) suggests, the entropy 
rate of any language lemma corpus is determined by morphological factors, we 
believe that future studies including the morphological typology as an inde-
pendent variable can introduce additional evidence that would validate the 
approach pursued in this study. 

In contrast to the prevalent approaches in monolingual learner lexicography 
based on theoretical frameworks of cognitive semantics, our proposal introduces 
a psycho-cognitive approach based on a quantifiable, irreducible, and theory-
neutral notion of complexity and, by extension, of learnability. In this regard, 
although the macrostructural arrangement in word families has been widely 
applied and referred to in the German lexicographic tradition as a method to 
facilitate language learning (by exposing the internal mechanisms of lexical 
production), these results suggest that the methodology adopted in this study 
would enable, for the first time, a theory-neutral quantitative evaluation of the 
didactic nature of this lexicographic practice. 

On a separate note, this proposal based on the complexity-learnability 
binomial also supports the idea of implementing a differentiated approach in the 
area of digital lexicography (Bothma 2011, 2017; Bothma et al. 2016) whose interest 
would be focused, beyond optimal searching, in the navigational (browsing) pro-
cessing of the lemma set. According to the psycho-cognitive and organizational 
foundations of Neuroergonomics (Lapeyre et al. 2011; Li and Klippel 2016; 
Montello 2005; Montello and Sas 2006), navigation in less complex (irrespective 
of the formal definition of complexity applied) and thus more regular envi-
ronments promotes spatial awareness and the creation of more complete and 
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precise cognitive maps that facilitate orientation and, thereby, the understand-
ing of the environment or search space considered, in our case, the lemma corpus. 

Finally, we consider it necessary to recapitulate that the current study does 
not address the quantitative determination of the corpus learnability. In this 
respect, an empirical analysis that would provide a quantitative measure of the 
corpus learnability as a function of the AC value associated to its macrostruc-
tural arrangement represents the major research objective of future studies 
within the framework of this project. 

5. Conclusions 

The general objective of this study is to promote language acquisition in mono-
lingual learner's dictionary users from a psycho-cognitive perspective. In our 
proposal, we view the human cognition essentially as a learner sensitive to 
fluctuations in the environmental complexity in such a way that our learning 
efficiency increases in less complex environments (Kempe et al. 2015; Zenil and 
Gauvrit 2017). Against this background, our methodological approach — the 
Minimum Description Length principle — allowed us to obtain a quantitative 
estimation of the algorithmically bound complexity (AC) attributed to the WfWG 
lemma corpus according to its macrostructural arrangement. The resulting data 
indicate that, compared to the alphabetical layout, the arrangement in word 
families provides a more ordered, less complex, and, by extension, more learn-
able version of the lemma corpus. These results open a door to future studies 
with the aim to determine the lemma corpus variation in learnability as a func-
tion of the AC value derived from its macrostructural arrangement. We hope that 
this psycho-cognitive approach based upon the principles and practical methods 
of AIT may well be useful in implementing macrostructural designs in mono-
lingual learner lexicography (both paper and digital) which would reinforce 
language acquisition in the dictionary user. 
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Endnotes 

1. De Schryver (2013) points out that in computational lexicography, analogous to printed lexicog-

raphy, the macrostructural design refers not only to the dictionary as an ordered arrangement of 

the lemma corpus but mainly to the set of interlexical relationships that are configured around 

parameters such as grammatical category, morphology, valence, semantic features, etc. 

2. The macrostructural treatment in machine-readable dictionaries of this particular type tends to 

reflect a methodical and consistent digitalization of the same theoretical principles and, beyond 
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the formal qualities of the new medium (menus, hypertexts, multimedia, etc.), they do not differ 

substantially from their printed counterparts (Chen 2012; Dziemianko 2017; Kobayashi 2007). 

3. This approach represents a concretion in the area of monolingual learner lexicography of the 

"simplicity principle" applied in the field of SLA (Chater and Vitányi 2007; Chater et al. 2015). 

According to this principle, "the learner has sufficient data to learn successfully from positive 

evidence if it favors the simplest encoding of the linguistic input [emphasis in the original]" 

(Hsu et al. 2013: 35). 

4. A didactically motivated approach to the word-family arrangement in German lexicographic 

tradition dates back as far as 1700 with the publication of Das herrlich grosse teutsch–italiänische 

Dictionarium by Matthias Kramer (cf. Haß-Zumkehr 2012: 81-88). Kramer relates his decision 

in favor of a word-family arrangement to the practical didactic requirements for the produc-

tion of new words, that is, to the apprehension of the language internal (grammatical) mech-

anisms (ibid.: 84-85). Hence, the macrostructural layout in word families of his dictionary is 

essentially justified by its didactic purpose, an attribute that, in Kramer's words, prevails over 

its functionality as a reference work (Wiegand 1998: 657). 

5. Consistent with Cruse's definition, a "lexical unit" designates "the union of a lexical form and 

a single sense" (1986: 77) as opposed to a "lexeme", a term that refers to a cluster of lexical units: 

"lexemes, on the other hand, are the items listed in the lexicon, or 'ideal dictionary', of a lan-

guage" (Cruse 1986: 49). The lexeme congregates a group of lexical units sharing a common 

root and therefore, maintaining a certain relationship, both in their phonetic composition and 

in their meaning (Bergenholtz and Tarp 1995; Umbreit 2011): "[A] dictionary contains (among 

other things) an alphabetical list of the lexemes of a language. We shall characterise a lexeme 

as a family of lexical units" (Cruse 1986: 76). A "lexical item", on the other hand, designates 

"any word, abbreviation, partial word, or phrase which can figure in a dictionary (often as 

the headword of an entry) as the 'target' of some form of lexicographic description, most com-

monly a definition or a translation" (Atkins and Rundell 2008: 163). 

6. Augst points here to the primary, and often fuzzy distinction between analogy and rule. In this 

regard, Kiparsky (1975, in Derwing and Skousen 1989: 56) argues that it is problematic to draw 

a clear, rigorous, and unequivocal boundary between both, since "at the point at which [...] 

analogies begin to make the right generalizations, they are indistinguishable from rules." 

Along the same lines, Haspelmath (2002: 103) considers morphological analogy and regular-

ity as "really one and the same thing", while in the words of Krott (2009: 118) rules can be 

qualified "as extreme case of analogy". 

7. Koplenig et al. (2017) remark that, since this is an estimate of the theoretical (and unobserva-

ble) value, the correct mathematical notation corresponds to the hat notation  𝐻  . In this regard, 

we adhere to the authors' motivation and, for the sake of simplicity, we adopt the plain 

notation 𝐻 . 
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