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Abstract: This paper aims to explore the potential usefulness of two techniques that visualise 

collocational preference for the purpose of synonym discrimination. Given the fact that collocation 

is one of the most important markers of meaning difference, it is used as the criterion for distin-

guishing between near-synonyms. Collocational preferences for a set of near-synonyms (artificial, 

fake, false, and synthetic) were visualised using two techniques: correspondence analysis plot and 

collocational network. The collocations were retrieved from BNC corpus by using a distributional 

method. An advantage of the graphs is that they allow lexicographers to spot similarities and dif-

ferences in collocational preference of several words in a single diagram. Such visualisations may 

be used as an alternative way to a tabular form of data presentation to avoid information overload 

which arises when lexicographers prepare synonym essays for productively-oriented dictionaries. 

The visualisations can be used as a starting point for exploring semantic differences between 

semantically similar words.  

Keywords: VISUALISATION, CORRESPONDENCE ANALYSIS, COLLOCATIONAL NET-
WORK, SYNONYMY DISCRIMINATION, COLLOCATION, AUTOMATIC RETRIEVAL OF SYNO-
NYMS, NEAR-SYNONYM, COLLOCATION PREFERENCES 

Opsomming: Die visualisering van kollokasionele voorkeure by die onder-
skeiding van ampersinonieme. Hierdie artikel beoog om die potensiële bruikbaarheid van 

twee tegnieke te ondersoek wat kollokasionele voorkeure visualiseer met die oog op sinoniem-

onderskeiding. Aangesien kollokasies een van die belangrikste merkers van betekenisverskil is, 

word dit gebruik as maatstaf om tussen ampersinonieme te onderskei. Kollokasionele voorkeure 

vir 'n stel van ampersinonieme (artificial, fake, false en synthetic) is gevisualiseer deur twee tegnieke 

te gebruik: ooreenkomsanalise-stipping en kollokasionele netwerk. Die kollokasies is onttrek uit 

die BNC korpus deur gebruik te maak van 'n verdelingsmetode. 'n Voordeel van die grafieke is dat 

hulle leksikograwe in staat stel om ooreenkomste en verskille ten opsigte van kollokasionele voor-

keur raak te sien vir verskeie woorde in 'n enkele diagram. Sulke visualiserings kan gebruik word 

as 'n alternatiewe manier vir 'n tabellariese manier van datavoorstelling wat inligtingsoorlading 

voorkom wat ontstaan wanneer leksikograwe sinoniemreekse voorberei vir woordeboeke wat op 

produksie fokus. Die visualiserings kan gebruik word as 'n vertrekpunt om semantiese verskille te 

ondersoek tussen woorde wat semanties soortgelyk aan mekaar is. 
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Sleutelwoorde: VISUALISERING, OOREENKOMSANALISE, KOLLOKASIONELE NET-
WERK, SINONIEMONDERSKEIDING, KOLLOKASIE, OUTOMATIESE ONTTREKKING VAN 

SINONIEME, AMPERSINONIEM, KOLLOKASIEVOORKEURE 

1. Introduction 

Synonym discrimination may be a challenge for lexicographers constructing 
synonym essays for productively-oriented dictionaries. In such essays, words 
of similar meaning are brought together and their meaning discriminated by 
specifying the particular points where they overlap or differ.1 According to 
Landau, the inclusion of synonym discrimination in general dictionaries 
"makes a great deal of sense" and they are "a welcome superfluity" (2001: 141).  

For many years, synonym discrimination, as a lexicographer's task, was 
laborious and time-consuming, as it was carried out manually and relied 
largely on the lexicographer's introspection and intuition.2 However, recent 
developments in computer technology offer support to this process by auto-
mating data excerption, visualisation, and analysis. Given the fact that colloca-
tion is one of the most important markers of meaning difference (see section 2) 
and easily accessible from corpora, contemporary lexicographic software uses 
collocation behaviour as the criterion for distinguishing between near-syno-
nyms (Kilgarriff 2013).  

Sketch Engine, one of the widely used systems for writing dictionaries, 
offers a tool called Sketch Diff, which supports comparing and contrasting two 
words by producing word sketches (see Kilgarriff 2013).3 These are summaries 
of the collocational behaviour of each word, presented in a tabular form, and 
accompanied by a statistical measure of collocational strength for each co-
occurring word. Using this software, lexicographers are provided with colloca-
tional information in a clear and accessible way, which is essential for further 
analysis of semantically similar words. However, the tabular form of contrast-
ing words, which is used in Sketch Diff, helps lexicographers compare two 
words, rather than three or more at once, which means that lexicographers 
engaged in writing panels for several synonyms need to conduct several analy-
ses on all possible word pairs in order to draw conclusions as to collocational 
overlap and differences. Thus, the question arises whether it would be possible 
to compare several synonyms in a single graph, by showing their collocational 
preference in such a way that the investigator can see at a glance which words 
are closer to each other by virtue of their grammatical-collocational behaviour.  

This paper aims to explore the potential usefulness of two visualisation 
techniques: correspondence analysis plot and collocational network. The focus 
is to discriminate between a set of words (artificial, fake, false, and synthetic) by 
visualising their collocational preferences. Correspondence analysis (hence-
forth CA) is a frequency-based multivariate analysis used in statistics and 
quantitative studies. Its output has a form of a plot which reveals associations 
in corpus data on the basis of co-occurrence of different features (see Glynn 
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2014: 443, Greenacre 2007). In turn, collocational network is a diagram that dis-
plays links between lexical units, showing how a given unit relates syntagmati-
cally to other units in the lexical structure. Both ways of presentation of data 
help the analyst to spot collocational overlap between near-synonyms, which is 
obscured in a traditional textual or tabular form. The focus on collocational 
overlap is motivated by the need to establish similarities in collocation prefer-
ences across synonyms. 

Despite enormous developments in computer lexicography, the above two 
forms of visualisation remain underexplored in lexicography. In particular, 
correspondence analysis is novel to dictionary making, though it has recently 
been used in related studies, i.e. in dictionary comparison, to visualise similari-
ties in definition style (Kamiński 2015), and in corpus linguistics, to display 
semantic content of a set of moderators (Desagulier 2014). As for collocational 
networks, they have been employed in a few dictionary projects, for example, 
in constructing dictionary entries in E-Advanced Learner's Dictionary of Verbs in 
Science (see Alonso et al. 2011), and in building lexical systems as graph models 
of lexicons (Polguère 2014). The potential of the two visualisation techniques is 
worth exploring now, as computer technology is opening up new opportuni-
ties for lexicographic projects. 

2. Synonymy and collocation 

Synonymy is a relationship between two or more lexical items which have the 
same meaning. Because complete synonymy presupposes a rather unlikely 
situation in language, namely the substitutability of lexical items in all contexts 
and identity of denotative and connotative elements (Bussmann 1996: 1164), it 
is more convenient to extend the definition of synonymy to cover items that are 
close enough in meaning to be substitutable in some contexts, without chang-
ing the meaning of the sentence (Crystal 2003: 450, Lewandowska-Tomaszczyk 
1990). In other words, it is possible to identify candidates for synonyms by 
selecting words that have the same collocational pattern, and disregarding dif-
ferences in connotation due to particular regional, socio-dialectal or stylistic 
variation (Bussmann 1996: 1165). Of all the features distinguishing between 
near-synonyms, such as language variety, register, emotive content and degree 
of specificity (Moon 2013: 261), collocation is one of the easiest to retrieve from 
a corpus (Sinclair 1991: 170). As Firth (1957: 11) neatly put it: "you shall know a 
word by the company it keeps." According to Firth (1968: 181), "collocations of 
a given word are statements of the habitual or customary places of that word". 
Firth was the first to use the term collocation, and his definition above arguably 
implies a quantitative nature of collocation study (cf. Krishnamurthy 2000: 32; 
Xiao and McEnery 2006: 105). Although collocation analysis has become a well-
established area of corpus linguistics, it is only relatively recently that colloca-
tion has been systematically exploited in dictionary making as a criterion for 
synonym discrimination.4 
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3. Collocation retrieval 

Collocations can be acquired automatically from a corpus in at least two ways: 
one that depends on proximity of two words (Kilgarriff and Kosem 2012), and 
the other on grammatical relationships. The former rests on the assumption 
that two words are collocates of one another if they co-occur with a frequency 
far greater than chance (Atkins and Rundell 2008: 369). In this approach, which 
is used on an untagged corpus, a candidate for a collocate of a node word is 
established within a given span around the node by calculating the association 
strength between the two words. A commonly used measure of association 
strength is Mutual Information (MI), which is based on the probability of 
occurrence of the combination of the node and the collocate compared to the 
probabilities of the two words separately (Church and Hanks 1989). Apart from 
MI, there are other statistics, including t-score, z-score, log-likelihood ratio, the 
Dice coefficient, and logDice (Rychlý 2008). However, this proximity-based 
approach, which is based solely on calculating collocation measure, has a dis-
advantage of yielding a certain amount of noise in the form of rare words (in 
the case of MI) or function words (log-likelihood) (Kilgarriff and Kosem 2012). 
Because collocates are gathered together irrespective of the functional relations 
to the node word, extra effort is needed to identify the collocates that stand in 
specific relations to the node word. Furthermore, this approach requires one to 
set up a span within which the collocates are sought, which may be problem-
atic for lexicographers who have no idea of how far from the node word they 
should look for (Kilgarriff and Tugwell 2002: 127).  

The other approach, which is based on grammatical relationships, does 
not have the shortcomings of the former. It relies on distribution of words, that 
is only the collocates that stand in a relation of grammatical dependency to the 
node word are retrieved. For that to be possible the corpus has to be syntacti-
cally parsed with grammatical structure of sentences identified. As a result, one 
can retrieve lists of subjects, objects and other functional categories of collocates 
that a given word relates to. This approach has been used by Kilgarriff et al. 
(2004) in Sketch Engine. In this software, collocations extracted from a parsed 
corpus are accompanied by the measure of collocation strength, which helps 
the lexicographer reduce the amount of information overload.  

In this paper the distributional approach will be used in extracting collo-
cations. Collocation types and their frequencies will be supplemented by a sta-
tistical measure of collocation strength (Rychlý's logDice5).  

4. Method 

4.1 Material and preparation of data 

The data were retrieved from BNC XML Edition6 and processed according to 
the following procedure: 
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(1) retrieving full sentences containing the adjectives from the corpus, 

(2) parsing the corpus sentences with the Stanford Parser (Chen and Manning 
2014), 

(3) retrieving 10 most frequent collocates for each adjective, in either attribu-
tive or predicative positions,  

(4) creating a matrix of the adjectives and their top-frequency collocates, 
ordered according to the overall frequency, 

(5) converting the raw frequencies into a measure of collocational strength 
(for collocational network), 

(6) visualising the data 

The sentences containing either of the adjectives under study were retrieved 
from the corpus and cleaned up of all BNC tags. They were then parsed with 
the Stanford Parser, a program that outputs grammatical dependencies within 
a sentence. Of all 50 typed dependencies produced by the parser, only two 
were of interest to us, namely the ones in which the adjective stands in either 
attributive or predicative position with respect to the noun. In the Stanford 
Parser, the above relationships are indicated as "amod" and "nsubj", respec-
tively. Below is an example output for two sentences "But that was something of 
a false dawn" and "The style is artificial". In the first sentence, the relationship 
between false and dawn is indicated by "amod", and in the second one the rela-
tionship between style and artificial by "nsubj". 

cc(something-4, But-1) 
nsubj(something-4, that-2) 
cop(something-4, was-3) 
root(ROOT-0, something-4) 
case(dawn-8, of-5) 
det(dawn-8, a-6) 
amod(dawn-8, false-7) 
nmod:of(something-4, dawn-8) 

det(style-2, The-1) 
nsubj(artificial-4, style-2) 
cop(artificial-4, is-3) 
root(ROOT-0, artificial-4) 

In order to reduce the parsing time, the maximum sentence length to parse was 
set to 100, which still allowed us to retrieve over 90% of the relevant sentences. 
From the parser output, a list of all collocates was extracted for each adjective. 
Function words such as "one", "it", "they", "that", etc., which stood in the subject 
position, were excluded from the list. A subset of the top 10 most frequent col-
locates for each adjective was ordered according to the overall frequency. As a 
result, a table of most frequent collocations was obtained (see Table 1). An 
advantage of constructing such a table is that one can see which adjectives 
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share the same collocates. However, such a table is more difficult to read, when 
more data are included. In order to enhance the interpretation of the data, they 
were visualised using CA plot and network.  

4.2 Visualisation 

Table 1 brings together raw frequencies of collocations. The table was used as 
input to correspondence analysis (see Fig. 1). CA converts the frequencies of 
feature co-occurrence to distances and displays them in a two-dimensional 
graph. The graph shows correlations between data points through distance and 
proximity. The same input data were used to generate the collocational net-
work (see Fig. 2 and Fig. 3), with the difference being that the raw frequencies 
were converted into Rychlý's logDice scores, a measure of correlation strength 
(see Table 2). For better clarity, the collocational network in Fig. 3 was gener-
ated only for strong collocations by removing the collocations with logDice 
lower than 5. 

 collocate\adjective artificial fake false synthetic 

1 intelligence 97 0 0 0 

2 pretences 0 0 82 0 

3 teeth 4 0 68 0 

4 impression 0 0 62 1 

5 sense 2 0 57 0 

6 starts 0 0 59 0 

7 consciousness 0 0 57 0 

8 start 0 0 50 0 

9 alarms 0 0 48 0 

10 statement 0 0 48 0 

11 name 0 1 46 0 

12 light 41 1 0 0 

13 chemicals 3 0 0 30 

14 insemination 33 0 0 0 

15 fibres 7 0 0 22 

16 materials 3 0 0 21 

17 ventilation 24 0 0 0 

18 pitch 12 0 0 10 

19 flowers 15 3 1 1 

20 selection 18 0 0 0 

21 lighting 17 0 0 0 

22 limbs 16 0 0 0 

23 tan 0 13 2 0 

24 fur 2 10 0 2 

25 oligonucleotides 0 0 0 14 
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26 material 0 0 0 11 

27 fabrics 1 0 0 9 

28 pearls 3 4 3 0 

29 polymers 1 0 0 9 

30 drugs 0 0 0 9 

31 accent 2 5 1 0 

32 brushes 0 0 0 8 

33 goods 0 6 1 0 

34 notes 0 4 2 0 

35 bombs 0 5 0 0 

36 permits 0 4 0 0 

37 bomb 0 3 0 0 

Table 1: Input for correspondence analysis: contingency table with raw fre-
quencies of the adjectives and their collocating nouns 

 collocate\adjective artificial fake false synthetic 

1 intelligence 9 0 0 0 

2 pretences 0 0 10 0 

3 teeth 4 0 8 0 

4 impression 0 0 8 3 

5 sense 2 0 6 0 

6 starts 0 0 8 0 

7 consciousness 0 0 8 0 

8 start 0 0 6 0 

9 alarms 0 0 9 0 

10 statement 0 0 7 0 

11 name 0 0 6 0 

12 light 6 1 0 0 

13 chemicals 5 0 0 9 

14 insemination 9 0 0 0 

15 fibres 6 0 0 9 

16 materials 4 0 0 7 

17 ventilation 8 0 0 0 

18 pitch 6 0 0 7 

19 flowers 6 4 2 3 

20 selection 6 0 0 0 

21 lighting 7 0 0 0 

22 limbs 8 0 0 0 

23 tan 0 9 4 0 

24 fur 4 8 0 5 

25 oligonucleotides 0 0 0 9 

26 material 0 0 0 5 
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27 fabrics 4 0 0 8 

28 pearls 5 7 5 0 

29 polymers 4 0 0 8 

30 drugs 0 0 0 6 

31 accent 4 7 3 0 

32 brushes 0 0 0 8 

33 goods 0 4 1 0 

34 notes 0 4 3 0 

35 bombs 0 7 0 0 

36 permits 0 7 0 0 

37 bomb 0 5 0 0 

Table 2: Input for collocational network: contingency table with (logDice) 
scores of collocation strength 

 

Figure 1: Correspondence analysis plot for the adjectives and their collocates7 
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Figure 2: A collocational network with logDice scores 

 

Figure 3: A collocational network with logDice higher than 4  
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5. Results and discussion 

The interpretation of the diagrams in Fig. 1 and 2 is straightforward. In CA 
plot, the data points that appear in proximity to each other show strong asso-
ciation, while those that are far apart are unrelated. The association is stronger 
for points located away from than close to the centre. The plot shows that the 
collocates cluster around their respective adjectives with which they are dis-
tinctly associated. This is especially noticeably for synthetic and false. As for 
adjectives artificial and fake, they are relatively close to each other, meaning that 
they share certain collocates, in particular accent, pearls, fur, and flowers. Given 
this fact, the adjectives are more similar to each other than to other adjectives. 
Apart from the shared collocates, there are nouns distinctly associated with 
either artificial or fake, for example (artificial) selection, intelligence, and (fake) 
goods, bomb, permits, tan, though it is not made explicit in this plot.  

The position of the data points relative to the horizontal and vertical 
dimensions is also meaningful. Because the adjectives synthetic and artificial are 
placed in the same half of the plot, quite away from the centre, they have cer-
tain collocates in common. One of them is pitch, which is located half way 
between artificial and synthetic, meaning that it enters into a strong collocation 
with both of the adjectives. 

When it comes to the collocational network in Fig. 2 and Fig. 3, one can see 
that each adjective enters into distinct collocations. In particular, the collocates 
which are not shared by any other adjective may be indicative of semantic dif-
ferences between the adjectives. For example, fake makes collocation with 
bombs, permits, and accent, which may suggest the idea of tricking as a semantic 
feature of fake.  

Fig. 2 also shows that the adjectives are highly interwoven. Worth noticing 
is the collocation overlap between synthetic and artificial, which is partly visible 
in CA plot (note the position of pitch mentioned earlier). The overlapping 
nouns such as pitch, materials, polymers, fibres, fabrics, and chemicals strongly cor-
relate with synthetic and somewhat less so with artificial. This finding suggests 
that synthetic and artificial are semantically close in the sense when they are 
used to describe materials and substances produced in an artificial rather than 
natural way.  

A good strategy in interpreting collocational overlap in Fig. 2 is to com-
pare the collocation scores for a noun that enters into collocation with more 
than one adjective. For example, fur collocates with fake, synthetic and artificial, 
but the strongest collocation is made with fake (8 vs. 5 and 4). Another example 
can be light, which collocates with artificial with a higher collocation strength 
than with fake (6 vs. 1). By comparing the scores, one can identify the strongest 
collocations and consider them for inclusion in a dictionary. To obtain a clearer 
picture, it is possible to remove the collocations with lower collocation scores, 
as in Fig. 3. 

Based on collocation evidence in Figures 1-3, one can draw tentative con-
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clusions about semantic preferences of each adjective. An adjective artificial is 
used in the context of man-made things that have the same features as their 
natural counterparts (e.g. intelligence, light, respiration, ventilation). In this regard, 
the use of artificial overlaps with that of synthetic (synthetic fibres), as well as of 
false (false teeth). In turn, a word synthetic collocates with the words denoting 
substances and materials specific to the field of chemistry and biology (e.g. 
chemicals, oligonucleotides, polymers), which are produced in an artificial or 
unnatural way. With regard to false, the word carries the core meaning of being 
"untrue" or "wrong" in the collocation false statement. However, the word has 
other meanings which are more or less related to the core one, such as false pre-
tences, which is semantically more distant to the core meaning than false impres-
sion. The collocation with teeth, which is also common to artificial, suggests that 
false is a good candidate for synonymy with artificial. Given the above colloca-
tional preferences, artificial is semantically more similar to synthetic than to false, 
and these two adjectives are semantically simpler than polysemous false. 
Finally, fake is used to describe valuable objects (fur) or is used to deceive peo-
ple (permit, bomb). The feature of deceiving is also present in some collocations 
of false (notes, statement). 

On the whole, the results of correspondence analysis overlap with those of 
collocational network, but certain points of difference emerge. CA reduces the 
number of dimensions to just two, which allows one to spot major differences 
and parallels in the distribution of the data. As a result, it highlights strong 
collocations and obscures the weak ones. For example, while the noun flowers is 
shared by all the adjectives in the network, in the CA plot it appears close to 
just artificial, on the grounds that there is a much higher frequency of artificial 
flowers than fake flowers, synthetic flowers, or false flowers (see Table 1). This fact is 
left implicit in the network, in which flowers is linked with all the adjectives. 
Likewise, teeth is linked with both false and artificial in the network, but it cor-
relates with just false in the CA plot. Thus, the network tends to obscure strong 
collocations in favour of weak ones, treating all of them as equal. In turn, an 
advantage of CA is that it highlights the collocations that contribute signifi-
cantly to the variation of the data and disregards the less distinctive co-occur-
rences. 

The analysis of visualisations of collocational preferences is a starting 
point for a detailed investigation of meaning differences through the analysis 
of a wider context of word use. 

6. Conclusions 

Correspondence analysis plot and collocational network have their strengths 
and weaknesses. They allow researchers to spot similarities and differences in 
collocational preferences of several words in a single diagram. They help lexi-
cographers deal with information overload which arises while comparing more 
than two words. Using the diagrams, one can identify which words are con-
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textually similar to or different from each other and see what collocational 
patterns underlie the semantics of the words. The visualisations may be used as 
an alternative way to the presentation of data in tabular form. They save a 
great deal of time, as they show what one can discover by perusing thousands 
of concordance lines or by analysing summaries of collocational behaviour 
generated by Sketch Engine for each pair of adjectives. 

Because the visualisations are based exclusively on collocational behav-
iour, they do not provide lexicographers with ready-made solutions to such 
semantic details as sense division. The semantic boundaries, however, can be 
discovered through an in-depth analysis of the diagrams in combination with 
the frequency tables and concordance lines. Such an analysis would be 
enhanced by making the diagrams interactive, that is by associating hyperlinks 
with data points on the plot to enable instant access to corpus evidence. Finally, 
the visualisations are potentially useful as long as they are restricted to a subset 
of data. Visualising a large number of data points may result in the diagram 
being illegible. 

Endnotes 

1. In contemporary general dictionaries, synonym discriminations are provided in the middle 

matter. Sometimes brief discriminations supplement definitions, together with illustrative 

examples. For example, in an EFL MacMillan Dictionary Online, synonyms for false are pro-

vided in a panel titled "Synonyms: false", with a definition, collocations or an illustrative exam-

ple for each synonym. 

2. Synonym discrimination was a feature of early synonym dictionaries such as Trusler's The 

Difference, Between Words, Esteemed Synonymous, in the English Language (1766) and Piozzi's 

British Synonymy: or An Attempt at Regulating the Choice of Words in Familiar Conversation (1794) 

(Landau 2001: 135). These dictionaries attempted to discriminate between related words by 

discussing differences in meaning, and sometimes indicating collocations. Apparently for 

practical reasons, this practice was soon abandoned by Roget and his followers, who limited 

themselves to enumerating related words without specifying what distinguished them (Hart-

mann 2005: 83). Roget's Thesaurus of English Words and Phrases (1852) groups words together 

to the effect that the user understands the meaning of the headword through these words. 

However, like in many contemporary thesauri, the choice of synonyms is highly dependent 

on the compiler's subjective judgement (see McArthur 1986, Piotrowski 1994). This intuition-

based approach leaves a great deal to be desired, as there is little agreement among lexicog-

raphers with regard to which synonyms should be recorded in an entry (Church et al. 1994: 156). 

3. Distributional Thesaurus, which is another Sketch Engine tool, is used for automatic genera-

tion of a list of synonyms for a given word (Kilgarriff et al. 2004). The list is ranked according 

to a similarity score, and visualised in the form of a word cloud, with most similar words in 

the centre and others in the periphery. The similarity score is computed on the basis of a dis-

tributional criterion, by comparing quantitatively grammatical and collocational behaviour of 

the words. 

4. According to Landau (2001: 137), the fact that dictionaries of cumulative synonymy are easier 

to prepare than dictionaries of synonym discrimination is a reason why publishers are more 
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willing to compile the former type of reference works. However, as corpus processing tools 

allow lexicographers for efficient exploitation of texts, contemporary dictionaries address the 

problem of synonym discrimination in a more principled way. For example, Urdang's Oxford 

Thesaurus (1991) divides synonyms into groups according to whether they are "more or less 

substitutable for the main entry in the illustrative sentence". 

5. This is an association measure which was proposed by Rychlý (2008). It is based on the fre-

quency of collocates, nodes, and the collocational pair. The theoretical maximum of the score 

is 14, but it is usually less than 10 (ibid.). In the network shown in Fig. 2, values equal to or 

lower than 0 are omitted, as these indicate little or no significance of collocation. 

6. Data cited herein have been extracted from the British National Corpus, distributed by the 

University of Oxford on behalf of the BNC Consortium. All rights in the texts cited are 

reserved. 

7. To obtain the CA plot, I used R package FactoMineR designed by Lê et al. (2008), available 

from https://cran.r-project.org/web/packages/FactoMineR/index.html. 
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